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RN stations

Potential background 

xenon sources (nuclear 

power plants, research 

reactors, and medical 

isotope facilities)

Background Radioxenon is Highly Variable in Space and Time
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Background Radioxenon is Highly Variable in Space and Time

ñXenon Weatherò

Models and 

algorithms

Advances in modeling and algorithms may 

help find the needle. 
Movie of Xe-133 released from 200 facilities on 2014 July 01 and tracked for 

two weeks. Colors show near-surface logarithmic activity concentrations.

Extracting nuclear test signals from the radio-

xenon background is like finding a needle in a 

haystack. 
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Meteorology
Atmospheric 

transport

Atmospheric Models Can Be Used to Estimate Background Xenon

Xenon Sources Atmospheric Models Xenon Signals

Inverse Modeling

Xenon emission rates at facilities are 

typically not measured and can represent 

a large source of model uncertainty.
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Identifying Xenon Anomalies in Measurements

To distinguish 

explosion signals 

from background 

sources, it is 

important to 

quantify the size 

and frequency of 

xenon anomalies. 
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Identifying Xenon Anomalies in Measurements

Anomalies can occur in multiple dimensions
One or more Xe isotopes

One or more IMS stations

Quantile Scores 
Empirical and easy to compute in one 

dimension, but challenging in higher 

dimensions

Outlier/Novelty Detection Algorithms
Time series methods

Machine learning approaches

Local Outlier Factor

Random Isolation Forest


